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Abstract   
This work examines the relationships of entrainment rate to vertical velocity, buoyancy, 

turbulent dissipation rate by applying stepwise principal component regression to 

observational data from shallow cumulus clouds collected during the Routine AAF 

[Atmospheric Radiation Measurement (ARM) Aerial Facility] Clouds with Low Optical 

Water Depths (CLOWD) Optical Radiative Observations (RACORO) field campaign over 

the ARM Southern Great Plains (SGP) site near Lamont, Oklahoma. The cumulus clouds 

during the RACORO campaign simulated using a large eddy simulation (LES) model are also 

examined with the same approach. The analysis shows that a combination of multiple 

variables can better represent entrainment rate in both the observations and LES than any 

single-variable fitting. Three commonly used parameterizations are also tested on the 

individual cloud scale. A new parameterization is thus presented that relates entrainment rate 

to vertical velocity, buoyancy and dissipation rate; the effects of treating clouds as ensembles 

and humid shells surrounding cumulus clouds on the new parameterization are discussed. 

Physical mechanisms underlying the relationships of entrainment rate to vertical velocity, 

buoyancy and dissipation rate are also explored.  

Keywords: Entrainment rate, cumulus, dynamics, thermodynamics 
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1. Introduction 

Cumulus clouds play key roles in climate and weather through the transport of moisture, 

heat and momentum (Arakawa and Schubert 1974). Representation of cumulus convection in 

large-scale models significantly affects the simulations of precipitation (Del Genio and Wu 

2010; Wang et al. 2007, 2011), Madden-Julian Oscillation (Cai et al. 2013; Zhang and Song 

2009), and El Niño–Southern Oscillation (Wu et al. 2007).  

A fundamental quantity in convection parameterizations is fractional entrainment rate 

(λ), which is defined as the fractional air mass entrained into a volume of cloudy air per unit 

height (Betts 1975; Blyth 1993; Romps 2010). A variety of expressions have been proposed 

to parameterize λ over the last few decades. For example, Turner (1962) and Squires and 

Turner (1962) proposed that λ is inversely proportional to cloud radius. Lin (1999) presented 

an expression relating λ to buoyancy (B): Bφλ ∝ , where ϕ is an empirical parameter. von 

Salzen and McFarlane (2002) related λ to vertical gradient of buoyancy: d / dB zλ ∝ . Dawe 

and Austin (2013) found that λ could be fitted by ( d / d )B z γ
ρλ θ∝ , where ρθ  is the 

density potential temperature (the bar denotes the horizontal mean over the entire model 

domain) and γ  is an empirical parameter. Neggers et al. (2002) proposed that λ is inversely 

proportional to vertical velocity (w). Gregory (2001) related λ to B/w2. Grant and Brown 

(1999) proposed that λ is proportional to the fraction of turbulent kinetic energy production 

that is available for entrainment. Some studies attempted to relate entrainment rate to B/w2 

and w-1dw/dz (e.g., de Rooy and Siebesma 2010; Wang and Zhang 2014).  

Most of existing parameterizations have been developed based on numerical simulations, 

and observationally based studies are much needed to evaluate them. The primary objectives 

of this study are three-fold: (1) to examine the relationships of λ to the variables commonly 
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used in existing parameterizations by analyzing the data on shallow cumulus clouds collected 

during the Routine AAF [Atmospheric Radiation Measurement (ARM) Aerial Facility] 

Clouds with Low Optical Water Depths (CLOWD) Optical Radiative Observations 

(RACORO) field campaign over the ARM Southern Great Plains (SGP) site near Lamont, 

Oklahoma, from 22 January to 30 June 2009 (Schmid et al. 2014; Vogelmann et al. 2012), (2) 

to develop a new parameterization of entrainment rate, and (3) to evaluate the new and 

existing parameterizations by comparing with one another and with that calculated from the 

observations. The RACORO cumulus clouds simulated with a large eddy simulation (LES) 

model  (Endo et al. 2015; Lin et al. 2015) are also analyzed with the same approach and 

compared against the observational results. 

2. Observational Data 

During RACORO, comprehensive measurements of cloud, aerosol, radiation, and 

atmospheric state variables were made by the instrumented Twin Otter aircraft from the 

Center for Interdisciplinary Remotely-Piloted Aircraft Studies (CIRPAS). Temperature, water 

vapor, and w were measured with a Rosemount probe, Diode Laser Hygrometer (DLH) 

(Diskin et al. 2002; Podolske et al. 2003), and a 5-hole gust probe, respectively. Turbulent 

dissipation rate (ε) is calculated using the method developed by Chan et al. (1998). The 

Cloud and Aerosol Spectrometer (CAS) was used to measure cloud droplet spectra at 10 Hz, 

which are used to calculate liquid water content (LWC).  

Eight shallow cumulus flights (May 22, May 23, May 24, June 11, June 19, June 23, 

June 24, and June 26, 2009) are analyzed based on the conditional sampling of actively 

growing clouds. The criteria are: (1) Cloud droplet size distributions must have LWC > 0.001 

g m-3 and cloud droplet number concentration > 10 cm-3 (e.g., Deng et al. 2009; Lu et al. 
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2012a). Two neighboring cloud droplet size distribution samples must be less than 50 m apart 

in order for them to be considered within the same cloud. (2) The percentage of data points 

with positive vertical velocity within an individual cloud is larger than 80% (Gerber et al. 

2008; Lu et al. 2012c). (3) An individual cloud must have more than 30 cloud droplet size 

distributions (the data were collected at ~5 m spatial resolution with the CAS sampling rate 

of 10 Hz and the aircraft speed of ~50 m s-1). (4) An individual cloud must be farther than 

1500 m from other clouds (Lu et al. 2014b). (5) The mean buoyancy (B) in an individual 

cloud must be larger than 0.005 m s-2; B is calculated using the equation, 

vc ve

ve

T TB g
T
−

= , (1) 

where Tvc and Tve are virtual temperature in cloud and environment, respectively; g is the 

gravity acceleration. Virtual temperature (Tv) is defined as  

v (1 0.608 )T T q= + , (2) 

where T is temperature, q is water vapor mixing ratio. The empirical equation based on Fig. 

8b in Lawson and Cooper (1990) is used to correct temperature for the wet cooling:  

LWCmT T α= + , (3) 

where Tm is the temperature measured by the Rosemount probe; T is the corrected 

temperature; we use 0.5 for α. Note that the aircraft speed is ~50 m s-1 in this study, only half 

of that (~100 m s-1) in Lawson and Cooper (1990), so the temperature is expected to be less 

sensitive to LWC, and α used for this study might be smaller than 0.5. To be conservative, the 

above-mentioned sampling condition of mean B > 0.005 m s-2 must be satisfied with both 

corrected (α = 0.5) and uncorrected (α = 0) temperature. A total of 102 actively growing 

cumulus clouds (16.9% of all the cloudy point data) satisfy these criteria described above. 
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Cumulus cloud depths in RACORO are typically ~200–500m (Vogelmann et al. 2012). The 

cloud core widths in the 102 clouds have a wide range of values, with the mean and standard 

deviation being 431 and 275 m, respectively, where the edge of a cloud core is defined as the 

point along the direction from the cloud edge toward the cloud interior where downdraft 

changes to updraft for the first time (see Figure 1 in Lu et al. (2012b) for details).  

Entrainment rate is calculated for each cloud penetration using the mixing fraction 

approach of Lu et al. (2012c). See Lu et al. (2012b, 2013) for more details on the calculation 

of λ. The mean temperature and water vapor mixing ratio in the air with a distance of D to 2D 

from the edge of a cloud core are taken to be the properties of the dry air entrained into the 

clouds (Lu et al. 2012b). Here, D is set to be 500 m. The reason for using this value is that the 

mean state of the dry air with D = 500 m is close to that from the aircraft vertical sounding, 

which could represent the environmental air far away from clouds; the entrainment rate 

calculated with D = 500 m is recommended for the widely used cumulus parameterization 

scheme including only cloud and environment (Lu et al. 2012b, 2014a).  

In the above criteria for filtering clouds, several arbitrary thresholds are used. Lu et al. 

(2012b) studied the sensitivity of λ to these thresholds by increasing or decreasing the 

thresholds by 50%, and found that the relative difference of entrainment rate was in the range 

of 3% - 8%.  

3. Large Eddy Simulation 

The cumulus clouds occurring on May 22, 23 and 24, 2009 were simulated using the 

Advanced Research version of Weather Research and Forecasting model (WRF-ARW), 

implemented with forcing ingestion and other functions to constitute a flexible LES in the 

FAst-physics System TEstbed and Research (FASTER) project (WRF-FASTER) (Endo et al. 



  7 | P a g e  
 

2015). For these simulations, WRF-FASTER uses a fully compressible equation system with 

a prognostic turbulent kinetic energy scheme (Deardorff 1980), a two-moment microphysics 

scheme (Morrison et al. 2005), and Rapid Radiative Transfer Model (RRTM) scheme 

(Mlawer et al., 1997) adopted from the CGILS project (Blossey et al., 2013). The model input 

includes the time-varying quad-modal aerosol size distribution profiles and hygroscopicity 

parameters developed in Vogelmann et al. (2015), and the Atmospheric Radiation 

Measurement Constrained Variational Analysis (VARANAL) forcing product (Xie et al. 

2004; Zhang et al. 2001). The simulation has a domain size of 9.6×9.6 km2, horizontal grid 

points of 128×128 with a 75 m resolution, and a vertical resolution of ~40 m for the 125 

levels below 5 km and a sponge layer for 13 grid levels up to 5.5 km. The simulation time is 

from May 22, 0600 through May 24, 1800 Local Time (LT, which is UTC minus 6 h).  

As shown in Figure 6 of Endo et al. (2015), the three-day cumulus evolution was 

successfully simulated. The following sampling is used to mimic the aircraft observations 

during RACORO. If “i” is used to denote the 128 grid points in the west-east direction, an 

aircraft is assumed to collect the data in south-north direction at i = 16, 32, 48, 64, 80, 96, 

112 at the vertical level of 50 (~2000 m height) for each 10-minute interval output. The 

reason for choosing level 50 is that this level can be near cloud base, in the middle of cloud 

or near cloud top at different time because of the variations of cloud bases and tops with time. 

Similar to treating observations, effective cloud samples must have liquid water mixing ratio 

larger than 0.001 g kg-1 (close to 0.001 g m-3 used for sampling the observational data), and 

cloud droplet number concentration larger than 107 kg-1 (close to 10 cm-3). Cloud sizes must 

be larger than 150 m, equivalent to 30 cloud droplet size distributions in the aircraft 

observations. Mean buoyancy in a cloud must be larger than 0.005 m s-2, and 80% of the data 
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points in a cloud must have positive vertical velocity. In total, there are 215 actively growing 

cloud samples satisfying these criteria. To calculate entrainment rate, the dry air entrained 

into clouds is assumed to have the mean properties (e.g., temperature and relative humidity) 

of the environmental air at the level of 50.  

4. Results 

4.1 Relationships between entrainment rate, vertical velocity, dissipation rate and 

buoyancy 

This section examines the measurements for the relationships of λ to the 

dynamical/thermodynamic quantities commonly used in previous studies of entrainment rate 

parameterizations: w, B, ε, and B/w2 (Fig. 1). It is evident that λ is negatively correlated with 

w, B and ε, but positively correlated with B/w2 for both the observed and simulated clouds. 

All these individual pairs can be fitted with a power-law function 

baxλ = , (4) 

where x represents w, B, ε or B/w2; a and b are two empirical parameters. The negative 

correlation between λ and w from both the observations and the LES supports the results of 

previous studies (Dawe and Austin 2013; Neggers et al. 2002). Lin (1999) and Dawe and 

Austin (2013) also found a negative correlation between λ and B based on numerical 

simulations. The positive correlation between λ and B/w2 is consistent with the theoretical 

analysis by Gregory (2001) and de Rooy and Siebesma (2010).  

The adjusted coefficient of determination (R2) is used to measure the goodness of the fit 

to the data and will be used to compare the results in Fig. 1 with the results from 

principal component regression shown later. It represents the fraction of the variance in 

entrainment rate explained by the dependent variable. The λ is related to all the variables with 
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the adjusted R2 = 0.45, 0.39, 0.37 and 0.21 for the correlations between λ and w, B, ε and 

B/w2, respectively, in the observed clouds. Similar results are found for simulated clouds, 

with the corresponding values of R2 being 0.39, 0.36, 0.45 and 0.18, respectively. Note that 

all the correlations are statistically significant with the p values smaller than 0.01. Here, only 

one dependent variable is used in the regression; the fitting parameters a and b will change 

when more variables are included in the fitting equation, as will be examined in Section 4.2. 

The negatively correlated relationships of λ to w, B and ε, are related to the interactions 

among the quantity-related processes. It is physically consistent that a larger λ leads to 

smaller B, w and ε. The temperature of the environmental air entrained into the clouds is 

lower than that in the clouds, and evaporation of droplets during mixing processes between 

dry air and cloudy air also decreases the temperature in the clouds. As a result, B is smaller 

when λ is larger. A smaller B in turn leads to a smaller w and ε, because B is the primary 

driver of w and ε. In addition, turbulence near the cloud edge associated with entrainment 

also creates form drag that acts to decelerate w. A smaller in-cloud w means a smaller 

horizontal shear of w in and outside clouds, leading to weaker turbulence, i.e., a smaller ε, in 

clouds. The interactions among B, w and ε are responsible for the positive correlations among 

the three variables (Fig. 2). Furthermore, a cloud with smaller w takes longer time to rise to a 

certain height and has more time to interact with the environment, thus leading to a larger λ 

(Neggers et al. 2002); we note that λ represents fractional entrainment of air mass per unit 

distance. The negative correlation between λ and w and the positive correlations among ε, B 

and w are responsible for the negative correlations between λ and B, ε. The mutual 

correlations between ε, B and w are also responsible for the positive correlation between λ  

and B/w2.  
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4.2 A new parameterization for entrainment rate 

The scatter of data points in Fig. 1 suggests that λ should be better parameterized as a 

joint function of all the variables examined (i.e., w, B, ε and B/w2) instead of an individual 

variable alone as done in most previous studies. To explore the multivariate aspect and 

develop a new parameterization, multi-variable regressions are performed by adding one 

independent variable at a time. For multi-variable regressions, the adjusted R2 increases only 

if the newly added variable improves the fitting model more than would be expected by 

chance (Bajpai 2009). In view of the significant partial correlations between all the variables 

for both the observed and simulated clouds (Fig. 2), the approach of 

principal component regression is used to minimize the mutual dependence among the 

properties (Jolliffe 1982). In statistics, the principal component regression is a regression 

analysis technique based on principal component analysis. Take logarithms of λ, w, B and ε, 

and apply the principal component regression; the fitting equations in the exponent forms, 

together with the adjusted R2 and the p values, are summarized below:  

0.45 0.500.11w Bλ − −=  (Adjusted R2 = 0.51; p<0.01), (5a) 

0.31 0.36 0.150.072w Bλ ε− − −=  (Adjusted R2 = 0.53; p<0.01), (5b) 

for the observed clouds; and 

0.29 0.310.13w Bλ − −=  (Adjusted R2 = 0.50; p<0.01), (6a) 

0.18 0.24 0.160.056w Bλ ε− − −=  (Adjusted R2 = 0.57; p<0.01), (6b) 

for the simulated clouds. In the observed clouds, equation (5) shows a gradual increase of the 

adjusted R2 when more independent variables are added in the regression, while the values of 

adjusted R2 for individual regressions shown in Fig. 1 are in the range of 0.21-0.45. Similar 

conclusions can be reached for the simulated clouds. This gradual increase of the adjusted R2 
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with more independent variables suggests that considering all the variables improves 

representation of entrainment rate.  

4.3 Examination of the new and existing parameterizations  

In view of their widespread use, this section examines the new parameterization and 

some existing parameterizations by comparing against observations/simulations. One of the 

existing parameterizations to be evaluated is that proposed by Neggers et al. (2002):  

1
w

η
λ

τ
= , (7) 

where τ is the eddy turnover timescale and is ~300 s for shallow cumulus clouds; η is an 

empirical parameter. The other is that proposed by Gregory (2001) whereby λ is represented 

by B/w2 instead of w:  

2 2/ /C aB w CB wλλ = = , (8) 

where a = 1/6, Cλ=1/2, and C = 1/6 × 1/2 = 0.08 for shallow cumulus clouds. Neggers et al. 

(2002) applied their parameterization to individual convective parcels. The multiparcel 

parameterization was used to give the right vertical profile of domain mean mass flux, 

thermodynamic properties of the ensemble, etc. Gregory’s (2001) parameterization works for 

ensemble mean λ, B and w. So both of their targets are parameterizations for ensemble mean 

properties. Here we apply them to individual clouds to test if and how they work on the 

individual cloud scale. In practice, the empirical parameters η and C are taken to be constants; 

thus we first evaluate this assumption by applying the observational and numerical results in 

the individual clouds to the equations η = λτw and C = λw2/B for the Neggers et al. and 

Gregory et al. schemes, respectively. A similar approach was used by Del Genio and Wu 

(2010) to check if η or C is a constant using domain mean properties. Figure 3a shows that, 

instead of being a constant, η exhibits a wide range of variation from 0.068 to 1.54 for the 
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observed clouds and a range from 0.048 to 0.74 for the simulated clouds. Del Genio and Wu 

(2010) also found that η had significant variations for domain mean properties. Likewise, Fig. 

3b shows that the values of C range from 0.004 to 1.7 for the observed clouds and from 

0.0025 to 0.79 for the simulated clouds. In addition, Lin (1999) related entrainment rate to B 

with equation (4). The exponent b in this study is -0.76 for the observed clouds and -0.49 for 

the simulated clouds (Fig. 1b), larger than -1.12, -1.09, -1.25 and -1.48 in Lin (1999); the 

reason could be that b may be related to large-scale environments, as pointed out by Lin 

(1999). Also, Lin (1999) used ensemble properties; instead, the properties on the individual 

cloud scale are used here. These results reinforce the conclusion that more independent 

variables should be used to parameterize λ.  

Figures 4 and 5 compare λ derived from the new and previous parameterizations with 

the values calculated using the mixing fraction approach. In Figure 4a, η is taken to be 0.15 

and 0.35 for the observed clouds, because 0.15 is the middle value of the peak bin and 0.35 is 

the mean η in the clouds. Similarly, η is taken to be 0.15 and 0.27 for the simulated clouds 

(Fig. 4c). The result with η equal to 0.15 significantly underestimates entrainment rate for 

both the observed and simulated clouds. Although the data points with η equal to 0.35 (Fig. 

4a) or 0.27 (Fig. 4c) distribute almost evenly along the one-to-one line, they are scattered. In 

Fig. 4b, C is taken to be 0.06 and 0.14 for the observed clouds, because 0.06 is the middle 

value of the peak bin and 0.14 is the mean C in the clouds. Similarly, C is taken to be 0.06 

and 0.16 for the simulated clouds (Fig. 4d). No matter which C is taken, the results are quite 

scattered for both the observed and simulated clouds. When η or C is taken to be an constant, 

the fitting equations in the simulated clouds have larger adjusted R2 than those in the 

observed clouds. For example, when η = 0.15, the adjusted R2 in equation (7) for the 
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simulated clouds is 0.30, whereas the adjusted R2 for the simulated clouds is 0.25 (Figs. 4a 

and 4c). The reason is that the distributions of η and C have sharper peaks in the simulated 

clouds than in the observed clouds.  

For the single-variable fittings, λ and w have the largest adjusted R2 in the observed 

clouds, whereas λ and ε have the largest adjusted R2 in the simulated clouds (Figs. 4 and 5). 

Using all the three variables (w, B, ε) makes the fitting better than using two or one variable. 

The data points for the fitting equations in Fig. 5 generally fall along the one-to-one line, but 

all the fitting equations tend to underestimate entrainment rate when it is large, with the least 

overestimation by equations (5b) and (6b) that consider the most independent variables, 

including ε (Fig. 5d). Although ε can improve the fitting with the adjusted R2 increased from 

0.51 to 0.53 in the observed clouds, and from 0.50 to 0.57 in the simulated clouds, since it is 

not available in large scale models for existing cumulus parameterizations, the equations with 

only B and w are more appropriate for present use (Fig. 5c).  

It should be pointed out that although the best fit does reasonably well in matching the 

retrieved entrainment rate, it is unknown whether it gives useful profiles of cloud fraction and 

mass flux, or whether the fit would be the same in a very different shallow cumulus 

environment, such as over the subtropical oceans. 

5. Further Discussions 

The comparison shows that the observed and simulated clouds (Figs. 1, 4 and 5) exhibit 

similar relationships among λ, w, B and ε, using the similar sampling method. This result 

supports the approach and thus obtained entrainment rate parameterizations even for 

observations with potential measurement errors. The results also suggest that WRF-FASTER 

as an LES model can reproduce the key entrainment-related quantities and their relationships 
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reasonably well. Qualitatively, the cloud-mean B, w, ε and λ from the LES have similar 

ranges to those in the observed clouds (Fig. 1). Quantitatively, the mean and standard 

deviation values from the LES from May 22 to May 24, 2009, i.e., w (2.1 ± 1.3 m s-1), B 

(0.016 ± 0.013 m s-2), ε (0.0019 ± 0.0042 m2 s-3) and λ (0.51 ± 0.24 km-1), are comparable 

with the observations on the eight days, i.e., w (1.9 ± 1.4 m s-1), B (0.022 ± 0.017 m s-2), ε 

(0.0077 ± 0.015 m2 s-3) and λ (0.86 ± 0.69 km-1), respectively. In addition, the quantities in 

the observed clouds from May 22 to May 24, 2009 are w (2.1 ± 1.4 m s-1), B (0.020 ± 0.020 

m s-2), ε (0.011 ± 0.020 m2 s-3) and λ (0.80 ± 0.55 km-1). If only focused on the observed and 

simulated clouds from May 22 to May 24, 2009, the mean and standard deviation values of w, 

B and λ, except ε, are even closer. In addition, the relationship between λ and ε has the largest 

adjusted R2 for the simulated clouds. Furthermore, the relationships between λ and ε in the 

observed and simulated clouds have a similar slope (Fig. 1c); the exponent b in equation (4) 

is -0.32 for the observed clouds, close to -0.30 for the simulated clouds. Thus, the LES model 

may underestimate ε, but still well captures the variation trends of ε in different clouds.  

Parameterizations of entrainment rate in large-scale models are for the collective effect 

of cloud ensembles within a model grid. It is thus interesting to examine the difference of the 

results between the individual clouds and cloud ensembles. As explained before, the 215 

individual cloud samples are collected at the level of 50 (2000 m height) in 86 snapshots of 

the LES. For each snapshot, cloud properties (e.g., LWC, temperature, water vapor mixing 

ratio, w, B and ε) in the selected clouds are calculated as the cloud-ensemble properties; then 

λ for the cloud ensemble is calculated using the cloud-ensemble properties. Based on the 86 

samples of cloud ensembles, the relationships of λ with w, B, ε and B/w2, and the mutual 

relationships among w, B and ε are similar to the results for individual clouds shown in Figs. 
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1 and 2 (not shown). The fitting equations with two and three properties are:  

0.31 0.270.17w Bλ − −=  (Adjusted R2 = 0.38; p<0.01), (9a) 

0.18 0.15 0.160.089w Bλ ε− − −=  (Adjusted R2 = 0.45; p<0.01), (9b) 

Equations (9a) and (9b) are similar to equations (6a) and (6b), respectively, though the 

coefficients and adjusted R2 are different due to the ensemble effect. Figure 6 also show that 

the results from the 215 individual cloud samples and the 86 cloud ensembles are similar. 

Generally, the data points fall along the one-to-one line, and the three-variable fitting has a 

smaller scatter than the two-variable fitting for both individual cloud samples and cloud 

ensembles.  

Another interesting topic is the effect of different sources of dry air on the calculated 

entrainment rates (Lu et al. 2012b) and the fitting equations. As shown in Fig. 3 of Lu et al. 

(2012b), temperature in the assumed entrained air is lower and relative humidity is higher 

with D = 10 m than with D = 500 m because the assumed entrained air is mainly from the 

humid shells surrounding cumulus clouds (Heus and Jonker 2008) with D = 10 m. The fitting 

equations for D = 10 m based on the principal component regression are:  

0.55 0.680.16w Bλ − −= (Adjusted R2 = 0.60; p<0.01), (10a) 

0.36 0.67 0.140.069w Bλ ε− − −= (Adjusted R2 = 0.63; p<0.01). (10b) 

The relationships of λ to w, B and ε are still valid after considering the effects of the humid 

shells in terms of the coefficient signs, adjusted R2 and p; the R2 values are even higher than 

for D = 500 m.  

The Buckingham-Pi analysis provides an alternative to finding the relationships of 

entrainment rate to related variables. Since cloud radius (r) (Simpson 1971) and vertical 
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divergence 1 dw
w dz

 (de Rooy and Siebesma 2010) were used in previous studies on 

entrainment rate, the two properties are also included when applying the Buckingham-Pi 

theorem, besides w, B and ε. The Buckingham-Pi theorem states that if there is a physically 

meaningful equation involving n physical variables, then the original equation can be 

rewritten in terms of a set of n − k dimensionless parameters constructed from the original 

variables. Here k is the number of physical dimensions involved. In our case, two dimensions, 

L and t, are included, which means k = 2. Therefore, two variables, B and w, which cover 

both of the two dimensions are used to nondimensionalize other quantities:  

1 2 3 1 2 3

1 1 2 2 3 3

1 1( ) ( )

1 1[ ][ ( ) ][ ( ) ]

i
i i i i i i i i

i i i i i i i i i

e
b b b c c c d f

i
i

b c d b c e b c f
i

i

dwa B w
r w dz

dwa B w B w B w
r w dz

λ ε

ε

+ + + +=

=

∑

∑
, (11)	  

where	  ai is a parameter, and b1i, b2i, b3i, c1i, c2i, c3i, di, ei and fi are exponents, which are often 

taken to be integers, such as -1, 0 and 1. Therefore, λ can be written as the sum of i terms 

including w, B, ε, r, and 1 dw
w dz

, where i = 1, 2, 3, ..., and the maximum i depends on the 

power of equation (11) according to the requirement of accuracy. To keep the units at the 

left- and right-hand sides of equation (11) equal, one of the three quantities, 1 1i i ib c dB w ε , 

2 2
1( )i i ib c eB w
r

 and 3 3
1( )i i ib c fdwB w
w dz

, must have the same unit as λ and the rest have the unit of 

one. Regardless of the specific choice, all leads to the same result:  

2

2 ( ) ( ) ( )
/

i

i i

e
d f

i
i

w w dwa
B w Bw Br B dz
λ ε

=∑ . (12)	  

See the Appendix for the derivations. Since dw
dz

 is not available in the aircraft observations, 

here the LES results are used to find the relationship among the four dimensionless variables 

by performing the multivariate polynomial regression. If the power of the right-hand side of 

equation (12) is set to 1,  
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2

2 (98.5 219.3 98.4 36.0 )B w w dw
w Bw Br B dz

ε
λ = − + + (Adjusted R2 = 0.42; p<0.01). (13) 

If the power of the right-hand side of equation (12) is set to 2,  

2 2

2

2 2

2 2 2[69.1 237.3 224.3( ) 1

]

8.0( ) 10.6( )

49.2 147.8 2.4 107.5 162.2

B w w w dw
w Bw Br Bw Br B dz
w dw w w w dw w dw
B dz Br Br B dz Bw Bw B dz

ε ε
λ

ε ε

− − − +

+ ⋅− −

= ⋅

+ + ⋅

 

(Adjusted R2 = 0.45; p<0.01). (14) 

If the power of the right-hand side of equation (12) is set to 3 and 4, the adjusted R2 is 0.49 

and 0.53, respectively. To compare the results from the Buckingham-Pi analysis and the 

principal component regression, the relationship between λ with w, B, ε, r and 1 dw
w dz

 is also 

obtained using the principal component regression:  

0.17 0.18 0.19 0.0 0.022811 1( ) |0.11 | dww B
r w dz

λ ε− − −= (Adjusted R2 = 0.58; p<0.01), (15) 

where the absolute value of 1 dw
w dz

 is taken since it could be negative. The addition of r and 

1 dw
w dz

 leads to only a slight increase of the adjusted R2. Comparison shows that the adjusted 

R2 with the Buckingham-Pi theorem increases with the increasing power, but still lower than 

0.58 in the principal component regression. More variables, or combinations of variables, 

with a unit of m-1, may be needed to further improve the fitting. Note that the Buckingham-Pi 

theorem helps reduce the number of variables from 6 in equation (11) to 4 in equation (12); 

the dimensionless variables found by using the Buckingham-Pi theorem could be used to 

elucidate physical mechanisms of entrainment processes.  

6. Concluding remarks 

Actively growing cumulus clouds sampled in the RACORO field campaign and from the 

LES using WRF-FASTER are analyzed to develop a new parameterization of λ through 

examinations of the relationships between λ and w, ε, B, B/w2. The results show negative 
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correlations between λ and w, ε and B, which are attributed to several interacting processes. A 

larger λ causes lower temperature in the clouds, thus leading to a smaller B. A larger λ causes 

a smaller w, because w is directly driven by B and form drag is created during the 

entrainment-mixing processes. A smaller w reduces the horizontal shear of w, which is 

important for turbulence intensity, thus causing a smaller ε. Furthermore, a smaller w means a 

cloud needs more time to rise a certain height, so the time for the interaction between the 

cloud and environment is longer and λ is larger (Neggers et al. 2002). Because of the negative 

correlation between λ and w and the positive correlations between w, ε and B, λ is negatively 

correlated with ε and B, and positively correlated with B/w2.  

To consider the contributions from all the variables, a parameterization of λ related to w, 

B  and ε is developed using the approach of principal component regression. This new 

parameterization, three commonly used parameterizations, and single-variable fitting 

equations are compared against the directly-calculated entrainment rate using 

observations/simulations. The parameterizations by Neggers et al. (2002), Gregory (2001) 

and Lin (1999) target for domain mean properties. Here they are applied to individual clouds 

to test if they can also be used for individual clouds. It is found that the constants assumed in 

Neggers et al.’s (2002) and Gregory’s (2001) parameterizations have wide ranges on the 

individual cloud scale. The fitting result from the observations/simulations show that the 

exponent in Lin’s (1999) parameterization is larger than that reported in Lin (1999). The new 

parameterization using multiple variables can better represent the directly calculated 

entrainment rate than the single-variable fitting equations. 

The observed and simulated clouds exhibit similar relationships among λ, w, B and ε, 

which supports the approach and thus obtained entrainment rate parameterizations even for 
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observations with potential measurement errors, and also suggests that WRF-FASTER can 

reasonably well reproduce the key entrainment-related quantities and their relationships. The 

relationships of λ to w, B and ε from individual cloud samples and cloud ensembles are 

similar. The relationships are still valid after considering the effects of the humid shells. In 

addition, the Buckingham-Pi theorem is used to find the relationships of entrainment rate to 

related variables and the fitting results are compared with those from the 

principal component regression.  

Some caveats should be pointed out here. First, aliasing problems in aircraft 

observations may affect the result, as discussed by Lu et al. (2012b; 2012c). It is well known 

that turbulence-driven entrainment mixing process is a highly-variable phenomenon and the 

turbulent eddies range from the macroscopic cloud size down to the Kolmogorov microscopic 

scale (Gerber et al. 2008); however, most aircraft measurements or LES do not resolve the 

eddies smaller than the sampling resolution (e.g., ~ 5 m in observations and 75 m in the LES 

in this study). Analysis of higher-resolution observations (Lehmann et al. 2009) and 

simulations (Kumar et al. 2012; 2014) may be needed to address this issue.  

Second, the results in this study are based on individual cloud penetrations, and thus 

may not be ready for application to cumulus parameterizations representing cumulus 

ensemble within a grid box of large-scale models; however, the similar inter-variable 

relationships for the cloud ensembles in the LES suggest that the fundamental concepts of 

this study are applicable even to the cumulus ensembles. The results are a starting point for 

going from the actual turbulence scale process to developing entrainment rate 

parameterization for better representing shallow cumulus clouds in the models with the 

resolutions that do not resolve the shallow cumulus clouds such as analyzed in this study. The 
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results could be a basis for improving shallow clouds that could occur on the grids of 

deep-convection-permitting models with resolutions of 1-3 km.  

Third, error analyses on the variables in the fitting equations are important for aircraft 

observations. Unfortunately, exact analyses cannot be performed because the measurement 

errors of vertical velocity, true airspeed, attack angle and side slip angle are not available. 

Although the fact that the large eddy simulation, which do not suffer from observational 

errors, exhibits similar results as observations suggests that the observational errors are not 

likely to ruin the fundamental relationships, observational errors may influence regression 

relationships to some extent, and improving these essential measurements are needed. Also 

needed is to examine clouds formed in different environments such as tropical and 

subtropical oceans.  
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APPENDIX 

Derivations based on the Buckingham-Pi Theorem 

 

In Section 5, the Buckingham-Pi theorem is used to find the relationships of entrainment 

rate (λ) to related variables. The Buckingham-Pi theorem states that if there is a physically 

meaningful equation involving n physical variables, then the original equation can be 

rewritten in terms of a set of n − k dimensionless parameters constructed from the original 

variables. Here k is the number of physical dimensions involved. In our case, there are two 

dimensions, L and t, so k is equal to 2; we use 2 quantities (B and w) to nondimensionalize 

other quantities:  

1 2 3 1 2 3

1 1 2 2 3 3

1 1( ) ( )

1 1[ ][ ( ) ][ ( ) ]

i
i i i i i i i i

i i i i i i i i i

e
b b b c c c d f

i
i

b c d b c e b c f
i

i

dwa B w
r w dz

dwa B w B w B w
r w dz

λ ε

ε

+ + + +=

=

∑

∑
, (A1)	  

where	  ai, b1i, b2i, b3i, c1i, c2i, c3i, di, ei and fi are parameters; B, w, ε, r and z are buoyancy, 

vertical velocity, dissipation rate, cloud radius and height, respectively. In equation (A1), λ is 

written as the sum of i terms including w, B, ε, r, and 1 dw
w dz

, where i = 1, 2, 3, ..., and the 

maximum i depends on the power of equation (11). One of the three quantities, 1 1i i ib c dB w ε , 

2 2
1( )i i ib c eB w
r

 and 3 3
1( )i i ib c fdwB w
w dz

, must have the same unit as λ and the rest have the unit of 

one to keep the units at the left- and right-hand sides of equation (A1) equal. If 1 1i i ib c dB w ε is 

set to have the same unit as λ, then  

1 11 2 1 2 3(ms ) (ms ) (m s )i i ib c dm− − − −= . (A2) 

Equating the units on both sides of the equation requires that  

1 1i ib d= − , (A3a) 
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1 2i ic d= − − . (A3b) 

Therefore, 

1 1 2( / ) ( / )i i i ib c d dB w Bw B wε ε= . (A4) 

Setting the unit of 2 2
1( )i i ib c eB w
r

 to one leads to  

2 22 1 1(ms ) (ms ) (m ) 1i i ib c e− − − = . (A5) 

This gives 

2i ib e= − , (A6a) 

2 2i ic e= . (A6b) 

and 

2 2

21( ) ( )i i i ib c e ewB w
r Br

= . (A7) 

Setting the unit of 3 3
1( )i i ib c fdwB w
w dz

 to one leads to 

3 32 1 1(ms ) (ms ) (m ) 1i i ib c f− − − = . (A8) 

Thus,  

3i ib f= − , (A9a) 

3 2i ic f= . (A9b) 

and 

3 3
1( ) ( )i i i ib c f fdw w dwB w
w dz B dz

= . (A10) 

Using equations (A4, A7 and A10), equation (A1) becomes  

2

2 ( ) ( ) ( )
/

i

i i

e
d f

i
i

w w dwa
B w Bw Br B dz
λ ε

=∑ . (A11) 

The results are the same if 2 2
1( )i i ib c eB w
r

 or 3 3
1( )i i ib c fdwB w
w dz

 is set to have the same unit as 

λ.  
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Captions 

Fig. 1 Relationships between entrainment rate (λ) and (a) vertical velocity (w), (b) buoyancy 

(B), (c) dissipation rate (ε) and (d) B/w2 in 102 actively growing cumulus clouds during 

RACORO. Also shown for comparison are the results from 215 actively growing cumulus 

clouds sampled from the large eddy simulation (LES). The parameter R2 is the adjusted 

coefficient of determination and p shows the significant level.  

 

Fig. 2 Relationships between (a) buoyancy (B) and vertical velocity (w), (b) dissipation rate 

(ε) and w in 102 actively growing cumulus clouds observed during RACORO and 215 

actively growing cumulus clouds sampled from the large eddy simulation (LES), respectively. 

The parameter R2 is the adjusted coefficient of determination and p shows the significant 

level. 

 

Fig. 3 Histograms of (a) η in Neggers et al.’ parameterization and (b) the parameter C in 

Gregory’s parameterization, derived from 102 actively growing cumulus clouds observed 

during RACORO and 215 actively growing cumulus clouds sampled from the large eddy 

simulation (LES), respectively. 

 

Fig. 4 Fitted entrainment rate as a function of calculated entrainment rate in 102 actively 

growing cumulus clouds observed during RACORO and 215 actively growing cumulus 

clouds sampled from the large eddy simulation (LES), respectively. Fitted entrainment rate is 

calculated using the fitting equations from (a, c) vertical velocity (w), (b, d) B/w2, where B is 

buoyancy. The x-axis label “Calculated Entrainment Rate” means entrainment rate calculated 

using the mixing fraction approach. The parameter R2 is the adjusted coefficient of 

determination and p shows the significant level. The R2 values for blue and red dots are the 

same because logarithms are taken in calculating R2, to be consistent with the R2 calculations 

for black dots. 

 

Fig. 5  Relationship between fitted entrainment rate and calculated entrainment rate in 102 

actively growing cumulus clouds observed during RACORO and 215 actively growing 
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cumulus clouds sampled from the large eddy simulation (LES), respectively. Fitted 

entrainment rate is calculated using the fitting equations from (a) buoyancy(B), (b) turbulent 

dissipation rate (ε), (c) w and Β, and (d) w, B and ε. The x-axis label “Calculated Entrainment 

Rate” means entrainment rate calculated using the mixing fraction approach. The parameter 

R2 is the adjusted coefficient of determination and p shows the significant level. 

 

Fig. 6  Relationship between fitted entrainment rate and calculated entrainment rate in 215 

actively growing cumulus cloud samples and 86 cloud ensembles in the large eddy simulation 

(LES), respectively. Fitted entrainment rate is calculated using the fitting equations from (a) 

vertical velocity (w) and buoyancy (B), and (b) w, B and dissipation rate (ε). The x-axis label 

“Calculated Entrainment Rate” means entrainment rate calculated using the mixing fraction 

approach. The parameter R2 is the adjusted coefficient of determination and p shows the 

significant level. 
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Fig. 1 Relationships between entrainment rate (λ) and (a) vertical velocity (w), (b) buoyancy 

(B), (c) dissipation rate (ε) and (d) B/w2 in 102 actively growing cumulus clouds during 

RACORO. Also shown for comparison are the results from 215 actively growing cumulus 

clouds sampled from the large eddy simulation (LES). The parameter R2 is the adjusted 

coefficient of determination and p shows the significant level.  
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Fig. 2 Relationships between (a) buoyancy (B) and vertical velocity (w), (b) dissipation rate 

(ε) and w in 102 actively growing cumulus clouds observed during RACORO and 215 

actively growing cumulus clouds sampled from the large eddy simulation (LES), respectively. 

The parameter R2 is the adjusted coefficient of determination and p shows the significant 

level. 
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Fig. 3 Histograms of (a) η in Neggers et al.’ parameterization and (b) the parameter C in 

Gregory’s parameterization, derived from 102 actively growing cumulus clouds observed 

during RACORO and 215 actively growing cumulus clouds sampled from the large eddy 

simulation (LES), respectively. 
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Fig. 4 Fitted entrainment rate as a function of calculated entrainment rate in 102 actively 

growing cumulus clouds observed during RACORO and 215 actively growing cumulus 

clouds sampled from the large eddy simulation (LES), respectively. Fitted entrainment rate is 

calculated using the fitting equations from (a, c) vertical velocity (w), (b, d) B/w2, where B is 

buoyancy. The x-axis label “Calculated Entrainment Rate” means entrainment rate calculated 

using the mixing fraction approach. The parameter R2 is the adjusted coefficient of 

determination and p shows the significant level. The R2 values for blue and red dots are the 

same because logarithms are taken in calculating R2, to be consistent with the R2 calculations 

for black dots. 

 

 

 



  35 | P a g e  
 

 

 

Fig. 5  Relationship between fitted entrainment rate and calculated entrainment rate in 102 

actively growing cumulus clouds observed during RACORO and 215 actively growing 

cumulus clouds sampled from the large eddy simulation (LES), respectively. Fitted 

entrainment rate is calculated using the fitting equations from (a) buoyancy(B), (b) turbulent 

dissipation rate (ε), (c) w and Β, and (d) w, B and ε. The x-axis label “Calculated Entrainment 

Rate” means entrainment rate calculated using the mixing fraction approach. The parameter 

R2 is the adjusted coefficient of determination and p shows the significant level. 
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Fig. 6  Relationship between fitted entrainment rate and calculated entrainment rate in 215 

actively growing cumulus cloud samples and 86 cloud ensembles in the large eddy simulation 

(LES), respectively. Fitted entrainment rate is calculated using the fitting equations from (a) 

vertical velocity (w) and buoyancy (B), and (b) w, B and dissipation rate (ε). The x-axis label 

“Calculated Entrainment Rate” means entrainment rate calculated using the mixing fraction 

approach. The parameter R2 is the adjusted coefficient of determination and p shows the 

significant level. 


